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Abstract

A recursive neural network QSPR model that can take directly molecular structures as input was applied to the prediction of the glass tran-
sition temperature of 277 poly(meth)acrylates. This model satisfactorily predicted the chemical—physical properties of high and low molecular
weight acyclic compounds. However, side-chain benzene rings are present in about one half of the selected polymers. In order to render cyclic
structures, the molecular representation through hierarchical structures was extended by two methods, named group and cycle breaking, respec-
tively. The latter approach exploits standard unique molecular description systems, i.e. Unique SMILES and InChl. In all cases the prediction
was very good, with 15—16 K mean absolute error and 19—21 K standard deviation. This result confirms the robustness of our method with
respect to the inclusion of different structures. Moreover, the good performance of the cycle breaking representation paves the way for the
investigation of data sets that contain a variety of poorly sampled cyclic structures.

© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

The ability to predict the physical—chemical properties of
polymeric materials from molecular structure has got great
importance in designing polymers. The applications of most
of the familiar polymers with relatively simple repeating
unit structures have reached their limits, so that the chemical
structures of polymers suitable for advanced applications
have increased in complexity. Their synthesis and experimen-
tal characterization have become more and more expensive
and time consuming. Therefore it is increasingly necessary
to develop predictive methods to evaluate candidates for
specific applications. In this framework, efforts have been
spent on the development of Quantitative Structure—Property
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Relationship (QSPR) techniques. The aim of QSPR is to
find an appropriate function, which given a proper representa-
tion of a molecule can predict a selected property. A property
that has often been used as a benchmark for new prediction
methods is the glass transition temperature (T,) because of
the availability of a large number of experimental data. The
T, is also of great technological significance, since it deter-
mines the utilization limits of polymeric materials. With re-
spect to the prediction of this property, a great number of
QSPR methods are available [1—16] and a more detailed
description is provided in Ref. [17]. Summarizing, they can
be classified into two main classes: group additive property
(GAP) methods and systems that use molecular descriptors.
Because of several issues, both methods are not really
suited for predicting the properties of very different classes
of chemical compounds. It is possible to overcome most of
these issues by predicting properties directly from the mole-
cular structure. To this aim we use Recursive Neural Network
(RNN) methods that take labelled hierarchical structures, such
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as rooted trees, as input, allowing us for a variably sized
representation of molecules.

Successful application of the RNN model was achieved in
predicting the pharmacological activity of substituted benzo-
diazepines [18—21], the boiling points of linear and branched
alkanes [19—21], and the prediction of standard free energy
of solvation in water of organic compounds [22—24]. More
recently, the method was extended to macromolecules by
investigating the T, of a set of acyclic (meth)acrylic polymers
[17,25]. The representation of each polymer was based on the
2D structure of their repeating unit, which was capped at both
ends by two fictitious groups named “‘Start” and “Stop”’. The
“Start” group contains also information regarding the average
polymer structure. This RNN model correctly predicted the
dependence of the target property on both monomer structure
and stereoregularity of a series of acyclic polymers.

In the present paper we applied the RNN method to the pre-
diction of the T, of an extended polymer data set including
both acyclic and cyclic structures such as phenyl, biphenyl,
and azophenyl groups. In particular, we focused specifically
in assessing methods to represent cycles in polymers while
preserving the basic approach founded on hierarchical struc-
tures. This approach allows for making a direct comparison
with the original strategy adopted for acyclic compounds.
The description of phenyl moieties was carried out by two
techniques, named group and cycle breaking representation,
respectively. Both of them were applied to the same data set
in order to have a better comparison of the results, although
the characteristics of the cycle breaking representation make
it suitable for data sets containing a larger variety of cyclic
structures. Our aim was also to show the adaptability provided
by the adopted structure representation, even when constrained
to a hierarchical form. This flexibility allows for describing
molecular structures at different detail levels, including the
information on the occurrence of cycles.

2. Method

A detailed description of the adopted RNN model was
already reported elsewhere [20,21,26]. This RNN is a generali-
zation of the well-known feed-forward neural network that
directly deals with variable-size structured data. This data
type cannot be treated right away by feed-forward neural
networks. The graphical objects used to describe chemical
structures are labelled trees, a subclass of DPAG (Directed
Positional Acyclic Graph) in which a finite out-degree & is de-
fined, i.e. k is the maximum number of edges leaving a vertex,
or the number of children of a vertex. If T(r) is a tree rooted in
the vertex r (e.g. the ““Start” vertex in Fig. 1, which has
a unique child “C”), the sub-tree T(v) is the tree rooted in v
induced by the descendants of v (e.g. the sub-tree rooted in
“C” in Fig. 1). Each children of a vertex v is characterized
by its position, which distinguishes the 1st child, 2nd child,
etc., up to the kth child of v.

In labelled trees there are labels attached to each vertex.
The set of label symbols depends upon the devised chemical
groups. The chemical symbols are represented by numerical
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Fig. 1. Group representation of poly(2-chloro-4-bromobenzyl acrylate).
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vector labels based on a *“1-of-rn”’ coding scheme for categor-
ical data, which has the basic aim to discriminate among dif-
ferent symbols (see Section 3 for details).

The RNN exploits a recursive encoding process, which
mimics the morphology of each input structure. For each ver-
tex of the tree, the model computes a numerical code by using
information of both the vertex numerical label and, recur-
sively, the code of the sub-tree descending from the current
vertex. This process computes a code for the whole molecular
structure, which is able to consider both vertex labels and the
structure topology. For further details see Refs. [18,20—
22,24,27]. Besides computational details, it is important to
stress here that by this encoding process the RNN can directly
treat an input in the form of a labelled tree (e.g. the chemical
trees shown in Figs. 1 and 2 with vertexes labelled by numer-
ical vectors): the RNN visits and encodes the tree vertex-by-
vertex through a recursive process. The code is then mapped
to the output property value by the same RNN model. Hence,
the RNN is able to realize a direct mapping between the chem-
ical input tree and the output value (T, values are represented
by real numbers). Apart from details on the specific molecular
representation introduced in Section 3, this direct mapping is
graphically shown in Fig. 2. Fig. 2 also shows the implemen-
tation used to store the chemical tree into the input file, which
is based on a connection table of the structure. Note that the
connection table is not used as an input vector. Rather it con-
veys the connections among vertexes and their sub-trees that
are used by the RNN recursive visiting process.

The encoding and mapping free parameters of the neural
network are adapted to the task through the learning algorithm
on the basis of training examples. By this process, the RNN
models a direct and adaptive relationship between molecular
structures and target properties. In particular, we use a con-
structive approach to realize the RNN architecture (Recursive
Cascade Correlation). The process is incremental, meaning
that neural Hidden Units (HU) are progressively added until
the errors among the outputs of the training examples and their
target values are below a tolerance determined by the operator.

The major advantage introduced by RNN is that the
encoding of the input structured representations can be learnt
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Vertex Symbol Connections Label index
0 Cl -1 -1 -1
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1=[010000000000000000000000]
4=[011000000000000000000000]
7=[010100000000000000000000]
8=[000000010000000000000000]
11=[000000000000000100000000]
19=[000000000001000000000000]
25=[000000000000000000000000]
30=[000000000100000000000000
100=[0000000000000000000010

Molar fraction of r dyads

Fig. 2. Structure, chemical tree, input data file, and numerical labels associated
with poly(2,4-dichlorophenyl methacrylate). The input data file contains the
dimension of the tree (number of vertexes), the value of the target property,
and the connection table. Column 1 of the connection table reports the order
number identifying a specific vertex, which corresponds to the group indicated
in column 2; columns 3—5 indicate the presence of a ““child” identified by its
order number (—1 means no child); column 6 reports the index of the associ-
ated numerical label.

according to the given QSPR task. Hence, compared to tradi-
tional QSPR approaches, the RNN can automatically generate
by learning the specific structural descriptors (numerical code)
for the particular task to be solved. As a result, no a priori
definition/calculation and/or selection of input properties are
needed.

3. Molecular representation

The adopted chemical tree representation is an extension of
the one used in previous works. Molecular graphs were built
by splitting the compounds into atomic groups that constitute
the vertexes of the tree [24]. A label was assigned to each
group, and priority rules which univocally determined the
tree root and the order of the sub-trees were set to have a

biunique correspondence between graph and chemical struc-
ture. This representation was later extended to describe poly-
mers [17]: each repeating unit was decomposed using almost
the same atomic groups, labels and priority rules, but the
tree root was positioned on an additional super-source vertex
called “Start”, which could hold also information about the
overall polymer structure (molecular weight, stereoregularity,
etc.). The other end of the unit was capped by another group
called ““Stop”’, with the only purpose of closing the structure.

The representation is very flexible and allows for defining
the molecular fragmentation with the selected detail level.
The used atomic groups are: C, C aryl, C=C, CH,, CH,—
CH,, CH3, H, C=0, COO, CF,, CF;, F, Cl, Br, I, CN, N,
NH, NH,, N=N, NO,, NO;, O, OH, S, S=0, SO,, Start,
Stop, Phenyl and cutl. The last two are involved in the repre-
sentation of phenyl groups that will be discussed in this
section. Most fragments correspond to common chemical
groups, whereas Start, Stop and cutl are fictitious groups. A
numerical label is associated with each group symbol, discrimi-
nating among different symbols by the means of a “1-of-n”
coding scheme. Besides this, sharing of “1’’ among different
labels represents the similarity of chemical groups (for in-
stance CH, and CHj; in Fig. 2). Moreover, the “Start” label
conveys information on main chain stereoregularity. See
Fig. 2 as an example reporting the detailed data representing
an input chemical tree, and Ref. [25] for other instances
related to polymeric compounds.

The key innovation of this paper is the assessment of
methods that allow for describing polymer containing cyclic
moieties. Among the possible ones, the choice was restricted
to techniques that would not overset the model used so far.
Two methods, which were named group and cycle breaking
representation, respectively, have been used. The first one con-
sists of associating each cyclic group with a molecular vertex
[28]. The benzene ring is the only cyclic structure present in
our data set; it was represented by the “phenyl” group as
shown in Fig. 1. The unsubstituted benzene ring is constituted
of six carbon atoms arranged in a hexagonal cycle; each car-
bon atom is also linked to a hydrogen atom outside the cycle.
Phenyl group carbons are numbered as follows: number one is
assigned to the carbon atom connected to the polymer struc-
ture and the remaining carbons are numbered consecutively,
clockwise or counterclockwise in order to give the lowest
possible number to substituted carbon atoms. Phenyl rings
containing atoms other than hydrogen linked to ring carbons
2—4 are said to be ortho, meta, and para substituted, respec-
tively. All phenyl groups in our data set were either mono-
substituted or disubstituted in ortho—meta, ortho—para or
meta—para positions. In other words, there was no need to
refer to 5- and 6-position. Therefore, we decided to assign
this group as an out-degree k = 3, that is, the “phenyl” group
has only three children. The order of the children corresponded
to their rank in the ring (1st child = ortho, 2nd child = meta,
3rd child = para). This ordering allows for discriminating
compounds differing only because of substituent position.
Simplicity is the main advantage of this representation: it gen-
erates rather compact trees that are more easily computed by



7124

the RNN. However, the RNN needs enough sampling of each
cyclic structure in order to learn it.

The second method (cycle breaking) exploits the possibility
of deriving a connected hierarchical structure directly by
breaking some edges in cyclic graphs, while maintaining the
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Fig. 3. Schematic representation of cycle cutting of polymer structures
containing one cycle (top) and two condensed cycles (bottom).
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topological information such as the occurrence of cycles in
the original graph. Cycle breaking is supported by current
standard molecular representation formats. This method con-
sists of ideally breaking the cycle at a certain point. The result-
ing structure is then written as a tree after placing a “cutl”
group at both sides of the broken bond (Fig. 3). In the case
of condensed cycles, more than one bond must be cut and
other labels must be used (““‘cut2”, “cut3”, etc.). Atoms con-
nected by the same broken bond are matched by identical
labels. When rings are not condensed and no spiro moiety
(where two cycles share just one atom) is present, the same
cut number can be used repeatedly within a single molecule.
Accordingly, no more fragments other than “‘cutl” are needed
to represent the polymers of our data set, although several
samples contain two or three rings. This representation differs
in many aspects from the previous one. In most cases, it leads
to rather deep trees. On the other hand, the generality of the
cycle cutting approach allows for dealing with any cyclic
structure (Fig. 4) independently of its sampling, given that its
constituting fragments are enough represented in the data set.

The issue of representation uniqueness gets really impor-
tant in cycle cutting. One has to single out which bond must
be cut, and which order must be given to the sub-trees. Indeed,
graphs associated with cyclic structures can become quickly
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Fig. 4. A few examples of cycles that can be represented by the cycle cutting approach: six-member aromatic cycle (top left), condensed six-member aromatic
cycles (middle top), six-member aromatic cycle containing a nitrogen heteroatom (top right), saturated cycles containing a different number of vertexes (middle),
condensed aliphatic cycles (bottom left), mixed aromatic—aliphatic cycles containing a nitrogen heteroatom (middle bottom), and a spiro form (right bottom).
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very complicated. Accordingly, we decided not to face the
problem directly and to exploit standard molecular representa-
tion models. In particular, we relied on Unique SMILES
[29,30] and InChI [31—33], two well-known representation
models that produce a unique hierarchical structure, usually
written in string form, for each chemical compound.

SMILES (Simplified Molecular Entry Line System) is a mo-
lecular representation system developed by Daylight that
translates molecules into strings. Canonical Unique SMILES
representation can be obtained by an algorithm by Weininger
[34,35]. InChI (International Chemical Identifier) is a method
recently developed by IUPAC. None of these systems supports
an explicit representation of polymers [30,33], but we over-
came this limitation easily. The repeating unit was given as
input to either standard method with the artificial addition of
a long enough aliphatic chain to the atom that we chose as
tree root (Fig. 5). Both standards tend in fact to start the graph
from the longest non-branched aliphatic chain.

Since it was not possible to decide beforehand which one
of the standard systems performed better in our application,
we tested them both. Moreover, we did not know whether
to give up completely our previous priority rules or not.

Accordingly, the standard method was applied to the whole
structure in some experiments, whereas in other cases our prio-
rity rules and standard methods were applied to the linear and
the cyclic parts of the molecule, respectively.

4. Experiments

The Tgs of 110 poly(meth)acrylic esters containing phenyl
rings [36—75] were added to the data set of 167 acyclic poly-
(meth)acrylates used in the last three experiments in Ref. [17].
Whenever disagreeing data were found, preference was given
to sources in which the polymer synthesis was specified, tac-
ticity was determined by NMR, T, was measured by DSC
(with a heating rate as low as possible), molecular weight
was as close as possible to 200.000 MU. Information on
main chain stereoregularity was stored in the ‘“Start” label
as explained in Ref. [17]. Experimental NMR tacticity data
were used whenever available; in other cases, the molar frac-
tion of r dyads was set at 1 for samples indicated as syndiotac-
tic, 0 for isotactic samples, and 0.6 or 0.7 for atactic
polyacrylates or polymethacrylates, respectively. Table 1 in
Supplementary data lists T,, tacticity and literature source

CCCC(C)(C)C(=0)0ctcoc(cc1)CHN

1-4-9-14(2,3)13(16)17-12-7-5-11(10-15)6-8-12

Fig. 5. Tree generation for poly(4-cyanophenyl methacrylate). (A) Input structure; (B) the bonds across the parentheses are erased, and a linear aliphatic chain
(thick dashed bonds), which has to be longer than any other chain present in the rest of the compound, is added to the side where we want the tree to start
from; (C) a standard representation system (either Unique SMILES or InChl) is used to process the “molecule” obtained in B, defining branches and disconnec-
tions. The corresponding trees and the resulting encoding strings are shown in (D).
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for all polymers containing cyclic moieties, whereas data
relevant to acyclic samples are reported in Ref. [17].

The whole polymer set was divided into disjoint training
and test sets for learning and validation processes, res-
pectively. Test samples are representative of the different func-
tional groups, molecular size, and topology of the investigated
repeating units. A ““guess’’ set was created to include the sam-
ples whose molecular features are scarcely represented in the
data set or whose target is highly uncertain. The polymers that
were included in the guess set are poly(acrylic acid), poly-
(N-secbutylacrylamide), poly(N-terbutylmethacrylamide) and
syndiotactic samples of poly(isopropyl methacrylate), poly-
(ethyl methacrylate) and poly(isobutyl methacrylate). The
final data set consisted of 217, 54 and 6 samples in the train-
ing, test and guess set, respectively. The maximum error toler-
ance for the learning process was set at 60 K for all the
experiments, since this value is comparable with the literature
data spread of the target property. The target T, ranged from
197 to 501 K and from 208 to 441 K in the training set and
test set, respectively.

Five experiments were performed and their results are listed
in Table 1. In Exp. 1 the benzene rings were described through
the group representation, in Exps. 2—5 through the cycle
breaking one. The difference among different experiments
consisted in the adopted conventions and standard representa-
tion systems:

Exp. 1 — group representation for the cyclic part, our prior-
ity rules for the linear one;

Exp. 2 — Unique SMILES for the cyclic part, our priority
rules for the linear one;

Exp. 3 — Unique SMILES for the whole compound but
the polymer main chain that cannot be represented by the
standard system;

Exp. 4 — InChl for the cyclic part, our priority rules for the
linear one;

Exp. 5 — InChlI for the whole compound but the polymer
main chain.

For each experiment, the complete list of training, test, and
guess sets is given in Supplementary data, where the target T,
the molar fraction of r dyads, the mean calculated output, and
the relative standard deviation, o, over 16 trials are reported
for each polymer sample.

5. Results

The random initialization of the RNN connection weights
can lead to different outcomes because of the use of a stochas-
tic gradient-based technique to solve a least mean square prob-
lem. In order to have a significant result, in each experiment
16 trials were carried out for the RNN simulation and the
results were averaged over the different trials. For each com-
pound we computed the Absolute Average Error (AAE) and
the standard deviation (o) over the 16 trials. On the whole
data set we computed the Mean Absolute Error (MAE, which
is calculated over all AAEs of the data set), the maximum
absolute error (MAX), the correlation coefficient (R) and the
standard deviation (S). These data are reported in Table 1
together with the number of RNN hidden units (HU) and
the number of samples (N). The results [17] obtained for a
restricted data set that does not contain cyclic structures
(Exp. A) are also reported for comparison.

Exp. A and Exp. 1 show very similar MAE and S, although
the data set of Exp. 17 is much more heterogeneous because of
the addition of aromatic samples. The MAE is even lower,
although part of this improvement can be attributed to the
transfer of poly(ethyl methacrylate) and poly(isobutyl meth-
acrylate), which have extrapolated targets and showed very
high AAE, from test to guess sets. The prediction is better
for acyclic compounds (MAE = 15.11 K) than for aromatic
ones (MAE = 16.02 K). This is understandable, since the latter
polymers contain chemical groups that are absent in the first
group. The needed HU are 17, only two more than the previ-
ous experiment.

However, it must be stressed that some of the atomic groups
used in Exp. A to describe the molecules were changed in sub-
sequent experiments. Indeed, some preliminary runs were car-
ried out to test different molecular fragmentations, exploiting
the flexibility of the structure representation concerning the in-
formation details. It was observed that fragment compressions,
such as two consecutive “CH,” into “CH,—CH,” and
“C=0" and “O” into “COO”, improved the prediction
(MAE decreased by =2 K) and reduced the computational
load (the RNN needed about 13 HU less). In the latter case,
we transmitted chemical information to the RNN. Indeed,
COO is a well-known group and this unification helps the
RNN to understand that the ester group is something more
than just the sum of one carbonyl group and one oxygen

Table 1
Average RNN results recorded for training and test sets
Exp. Training set Test set

N HU MAE (K) MAX (K) R S (K) N MAE (K) MAX (K) R S (K)
A 137 15 8.26 42.17 0.9867 11.14 26 16.42 53.58 0.9385 21.07
1 217 17 8.36 44.88 0.9847 11.23 54 15.62 74.60 0.9177 21.18
2 217 21 8.63 40.68 0.9843 11.40 54 14.91 58.75 0.9307 19.51
3 217 21 8.34 38.10 0.9853 11.04 54 15.79 56.16 0.9235 20.45
4 217 22 8.25 36.53 0.9857 10.88 54 14.73 58.02 0.9351 18.90
5 217 23 7.96 37.72 0.9857 10.90 54 15.54 66.40 0.9241 20.37

N = number of samples; HU = number of RNN hidden units calculated as the average of the number of hidden units over 16 trials; MAE = mean absolute error;
MAX = max absolute error; R = correlation coefficient; S = standard deviation. Exp. A refers to data reported for Exp. 4 in Ref. [17].
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atom. On the other hand, the CH,—CH, compression is a rather
arbitrary unification that does not have any particular chemical
meaning. It does, however, help the RNN by reducing the
graph size and hence the computational effort. As expected,
AAE and ¢ of compounds containing long aliphatic chains
took most advantage from this unification. These two com-
pressions introduced one new group each in the fragment
set, but affected a large number of samples. Other fragmenta-
tion variants that differentiated amine from amide nitrogen,
and mobile from non-polar hydrogen turned out to be less
effective. Very likely, these variants produced a more compli-
cated fragment set, but only a few compounds were affected
thus giving rise to sampling issues.

All experiments that use cycle cutting (Exps. 2—5) gave
very similar results, in terms of MAE, R and S to those
obtained with the “‘phenyl” group representation (Exp. 17).
The only clear difference is the number of HU, which slightly
increased from 17 to 21—23. This resemblance was not neces-
sarily obvious, since the two representations are quite different
from each other. Indeed, the fragment set has been modified
(“Phenyl” has been removed, “C aryl” and ‘“‘cutl” have been
added) and the molecular graphs have very different size.
Moreover, the behaviour of Unique SMILES and InChl is of-
ten in contrast with the older priority rules. These rules were
set up mainly on chemical basis, whereas standard systems
make cutting and branching choices on purely syntactical/
graphical criteria and do not account for RNN issues. For
instance, they tend to produce graphs with a very long chain
and short side chains, in which the distinctive part of the
molecule (e.g. a functional group) is often far from the root.
The RNN instead takes computational advantages in handling
balanced structures, with branches of about the same length.

The results of Exps. 2—5 are similar to those of Exp. 1 not
only in average values, but also in terms of individual outputs.
We can compute the function I'(a,b), defined as:

where 7 is the number of samples in the data set and A, is the
averaged output over 16 trials. This function expresses the
average output difference between two experiments. I'(2,1),
I'(3,1), I'(4,1) and I'(5,1) have values of 8.1, 7.9, 9.1, and
9.5 K, respectively. These values are rather low (less than
half of the S value), indicating that the individual outputs do
not depend much on the representation method. This finding
reveals the flexibility of the RNN technique, as the input can
be given in different ways without heavily affecting the results.

Differences are small also among experiments adopting
Unique SMILES (Exps. 2 and 3) and InChl (Exps. 4 and 5).
Exp. 4 has a slightly better outcome, but all MAEs are con-
tained within about 1 K and all I'(a,b) values (2 <a,b<5)
are between 4.6 and 8.8 K. It must be stressed, though, that
the samples undergoing representation changes from one
experiment to the other one are only about one fourth or
less of the total data set. All other polymers were described

by exactly the same graph. The learning ability of our neural
network is demonstrated by the good model accuracy, as
shown in Fig. 6 (see also Supplementary data tables).

In order to clarify the RNN learning, the test set predictions
of Exp. 1 were analyzed to highlight the occurrence of partic-
ular trends among molecules differing by only one feature.
The examined trends were: compounds having the same sub-
stituent(s) in different position(s) (‘‘substitution” trend) of
the benzene ring; compounds obtained by single group
replacement, like: CH, — O, CH; — F, CH3; — Cl (“‘replace-
ment” trend); compounds differing by the length of the hydro-
carbon chain between the aromatic ring and the acrylic ester
group (‘‘chain length” trend). These trends give information
on the RNN behaviour in conditions of reduced variable num-
ber. It is worth noting that the trends are analyzed for analyt-
ical purposes only, as our model takes into account all
structural features at once.

The RNN correctly reproduced the experimental trends in
the output values of most test samples, though with some ex-
ceptions. Many of them concern the ‘““substitution” trend, very
likely because the sampling was inadequate to properly train
the RNN. The T, experimental order usually is para >
ortho > meta, but often becomes ortho > para > meta or
ortho > meta > para. The computed T, (333 K) of poly-
(3-chlorophenyl acrylate) is larger than 330 K, the experimen-
tal T, of the para compound. It, however, follows the correct
order with respect to the outputs of the ortho and para
compounds in the training set, which are 336 and 339 K,
respectively. Poly(biphenyl-4-yl acrylate) exhibits the same
behaviour. The poly(methyl acryloyloxybenzoate) series is
well reproduced ( para > ortho > meta), whereas a very simi-
lar one, poly(ethyl acryloyloxybenzoate), is fitted in the train-
ing set with a wrong order ( para > meta > ortho). The RNN

7] © Training set
1 O Testset

Calculated Tg
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Experimental T (K)

Fig. 6. Plot of computed vs. experimental Tgs of (meth)acrylic polymers
(Exp. 4).
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assigned the anticipated para > ortho > meta trend to the
series of poly(methacryloyloxybenzoic acid), whereas the ex-
perimental trend was ortho > meta > para. This behaviour can
be attributed tentatively to the presence of a carboxylic acid
group that is scarcely sampled in the data set.

The ‘“‘replacement” trend was correctly predicted for
poly(3-methylphenyl methylacrylate) and poly(3-chlorophenyl
methylacrylate) but not for poly(2,4-dimethylphenyl meth-
acrylate) and poly(2,4-dichlorophenyl methacrylate).

In most cases, the experimental 7, dependence on spacer
length was correctly reproduced. On the other hand, poly(4-
(4-(4-nitrophenyldiazenyl)phenoxy)butyl acrylate) and poly(4-
(phenyldiazenyl)phenyl methacrylate) are given a wrong order
in their series. Poly(benzyl 4-(methacryloyloxy)benzoate),
poly(6-(4-((4-(dimethylamino)phenyl)diazenyl)phenoxy)hexyl
acrylate), poly(2-(4-methoxybiphenyl-4'-oxy)ethyl acrylate)
and poly(2-(2-(2-(((4-cyanophenyl)diazenyl)phenoxy)ethoxy)-
ethoxy)ethyl methacrylate) follow the expected trend only
with respect to the training output values of the other com-
pounds of their respective series.

Exps. 2—5 reproduced most of the above trends, including
the ortho—meta—para trend, although the information of the
substituent position is carried in a very different way (edge
order in the case of group representation, position on the chain
in the case of cycle cutting). This behaviour is another element
that supports the RNN flexibility. In a few cases, however, there
are some differences. The output values of the poly(chloro-
phenyl acrylate) series are in the wrong order. On the other
hand, poly(2,4-dimethylphenyl methacrylate) and poly(2,4-di-
chlorophenyl methacrylate), which were in the wrong order in
the first experiment, are now correctly reproduced. The output
of  poly(8-((4’-((S)-2-methylbutoxy)biphenyl-4-yl)oxy)octyl
acrylate), whose target value can be in a class of its own be-
cause of its low molecular weight, fits into the experimental
trend in exps 3 and 4, but not in exps 2 and 5.

It must be stressed, however, that the target values among
the members of a series often differ by only 10 K or less,
a value that is much smaller than the training error tolerance.

As already observed, the RNN results are not particularly
affected by the choice of the standard representation system
and very few samples show a clearly different output as a con-
sequence of the different descriptions given by InChl and
Unique SMILES. However, two cases are particularly interest-
ing. The first one is the case of poly(3-methoxyphenyl meth-
acrylate) and poly(4-methoxyphenyl methacrylate): the order
of their T, ( para > meta) is respected in all experiments. Their
output values are very close in Exps. 2 and 3 (which use Unique
SMILES), whereas in Exps. 4 and 5 (which make use of In-
Chl) they are separated by about 30 K, which is more correct.
Unique SMILES represented these two compounds in the
same way, with the methoxy group prior to the rest of the phe-
nyl ring, whatever its position. Instead, InChlI set a higher prio-
rity for the methoxy group when it was in 3-position and
a lower one when it was in 4-position.

The second case involves poly(4-cyanophenyl acrylate) and
poly(4-cyanobenzyl acrylate). Unique SMILES gives priority
to the cyano group in both polymers, while InChl always gives

it to the aromatic ring. As a result, the output values of the
experiments using InChl are 20—30 K lower than the ones
using Unique SMILES. On the other hand, their AAEs are
about the same, since one method overestimates and the other
one underestimates the output values by more or less the same
amount.

6. Conclusions

This work constitutes a further advance in the treatment of
polymers through structure-based predictive methods. In par-
ticular, we have exploited different possibilities in the represen-
tation of cycles through hierarchical structures, describing
them either in a single group form or with methods derived
from standard formats. In all cases we have shown that the
inclusion of cyclic moieties in a RNN—QSPR study is feasible
and does not affect the predictive accuracy. The results of the
experiments reported in this paper are indeed comparable to
those obtained on a data set containing only acyclic compounds
[17]. The mean average errors and the standard deviations are
comparable also among experiments that use different repre-
sentation types. This confirms the robustness of the method
with respect to the introduction of different typologies of
data. Moreover, the reported results are also quite satisfactory
in comparison with those of different literature methods.

The RNN flexibility allows for choosing a molecular repre-
sentation by finding a balance between structural detail and
sampling in each investigated data set. The two representation
methods adopted in the present investigation, group and cycle
breaking, have indeed different sampling requirements. The
first one is best suited for more homogeneous and specialized
data sets, whereas cycle breaking can treat a larger variety of
structures. The reported experiments show that both represen-
tations are effective; the designer is left the freedom to choose
between the simplicity and computational advantage of group
representation and the generality of the other technique.

The good results afforded by the cycle breaking representa-
tion open the way to the investigation of data sets that contain
a greater variety of cyclic moieties with poor sampling, thus
fully exploiting the potential of this description method.
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